**Not the Corona Virus Team Member’s Information**

|  |  |  |
| --- | --- | --- |
| **Team Member Name** | **Email Address** | **Challenge** |
| Cesar Diaz | [calexdiaz143@gmail.com](mailto:Calexdiaz143@gmail.com) | 1 |
| Rhodora Villanueva | [rhodora33.rv@gmail.com](mailto:Rhodora33.rv@gmail.com) | 1 |
| Jaimie Gillette | [jaimie.gillette@gmail.com](mailto:Jaimie.gillette@gmail.com) | 2 |
| Timmy Ngo | [timmyngo021@gmail.com](mailto:Timmyngo021@gmail.com) | 2 |
| Randy Rodriguez | [randy.renezz@gmail.com](mailto:Randy.renezz@gmail.com) | 3 |
| Carlos Sanchez | [sanchezcj95@gmail.com](mailto:Sanchezcj95@gmail.com) | 3 |
| Annie Voigt | [a.voigt1121@gmail.com](mailto:a.voigt1121@gmail.com) | 3 |

**Overview of Approach**

This section should be approx. 4-6 sentences and provide a high-level overview describing how the team used the dataset(s), ideas that the contestant had about approaching the challenge, and an overview of the technologies, algorithms, models, etc. used to solve the problem.

**Technical Description of Solution**

Our approach can be summarized in 5 steps:

1. Parse the CDC guidance text document using “\*\*\*” to delineate headers and divide the document into topic-specific sections.
2. Prepare the text for follow-on machine learning steps. This pre-processing step involves:
   1. Removing common words that provide little meaning (aka stop words, such as the, it, and, of, to)
   2. Removing punctuation
   3. Removing capitalization
   4. Remove pluralization and words with 2 or fewer letters
   5. Tokenizing the sentences into words
3. Vectorize the titles and the scenario prompts using a term frequency–inverse document frequency (tf-idf) bag-of-words approach. Then compare each of the vectorized prompts with the titles using a cosine similarity measure to find the most relevant topic for each prompt.
4. Filter the resulting set of text to actionable instructions using a part-of-speech algorithm to only return sentences that start with a verb.
5. For each of the prompts (asthma, older adults, etc.) find a union set of instructions between the set of rules found in step 4 with the general guidance. Each situation-specific instruction was compared to each of the general instructions using a Latent Semantic Indexing model to measure the phrase similarities. A threshold was used to identify cases where the phrases were semantically similar enough to be considered redundant. When a general rule was not found to be semantically similar to the specific instructions, the general rules were appended to generate the final merged list of instructions for each scenario.

**Reason(s) for Choosing the Approach Taken**

This section should contain an explanation for why the technical approach taken satisfactorily solves the challenge and why it is the “right” solution. This should include details about how well the approach scales, generalizes to new data, and completely solves the challenge.

With respect to the document parsing, we decided not to rely on the “@” tags within the text document because we felt that would not generalize well for future problems and did not require any Machine Learning approahes. We also interpreted the readme instructions to mean that the “@” symbol provided some examples, but was not an exhaustive list of instructions within the CDC guidance that was important for each situation. For example, for older adults, there is an instruction to “Visit with your friends and family outdoors, when possible.” This is not annotated with an “@” but is important guidance that older adults should know. We felt it could be considered unethical to not return all actionable guidance.

Instead, our team attempted to create a more robust algorithm to find instructions amongst all the text, without relying on these special annotations. We did this using a part-of-speech tagging algorithm and filtered the text to only those sentences that start with a verb. Sentences that start with a verb are called imperatives and represent a command or directive. We used this to limit all the text to sentences that provided actionable information.

As with any ML problem data pre-processing is an essential first step and can make or break all follow-on steps in the pipeline. NLP text preparation is especially important and we followed common standards of practice to remove stop words, punctuation, capitalization, and vectorize via tf-idf. Given more time we would have also lemmatized or stemmed the words to translate the words into their root word (i.e., running -> run).

For finding the most relevant title for each prompt we relied on the cosine similarity measure to compare the phrases after vectorizing via tf-idf.

**Ethical Considerations**

Ideas about the application of AI ethics that might be necessary to use your solution in real-world scenario